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Abstract. Quantum jump codes were introduced by Alber et al. (2001). Quantum
jump codes have a close connection with combinatorial designs calledt-SEED
(t-spontaneaus emission error design). In this paper, we give a brief survey of a
quantum jump code together with some new results. Firstly, fundamental properties
of at-error correcting quantum jump code are described. Secondly, a few examples
of jump codes are given and an upperbound of dimension of a jump code with
a fixed length and given error correcting ability is shown. Moreover, a relation
between ant-SEED and a jump code is discussed and various constructions of
t-SEEDs are given.
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Introduction

Quantum error correcting codes have been studied by many authors [9,11,14,29,30] mo-
tivated by the pioneering work by Shor [28]. Among them, Alberet al. [1] introduced
quantum jump codes which correct errors caused by quantum jumps. Quantum jump
codes have a close connection with combinatorial designs calledt-SEED (t-spontaneaus
emission error design).

In this paper, we give a brief survey of a quantum jump code together with some
new results. In Sections 1 and 2, a breif introduction to a quantum jump code is given.
In Section 3, a few examples of jump codes are shown and in Section 4, an upperbound
of dimension of a jump code with a fixed length and given error correcting ability is ex-
plained. In Section 5, a non-existence result for a special parameter is shown. Moreover,
in Section 6 a connection between at-SEED and a jump code is discussed. Finally, in
Section 7, various constructions oft-SEEDs are given.

1. Quantum codes

We begin with the introduction of quantum error correcting codes.
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1.1. Quantum state

A quantum state for a single particle can be represented by a vector in a finite dimensional
Hilbert spaceH, that is, a vector space with inner product. In this paper we setH = C2,
whereC is the set of complex numbers. A quantum state of a single quantum system
like a photon is represented by|ϕ〉, called aket vector, which is a 2-dimesional vector
in H = C2. The unit of the information amount for a single quantum system is called a

qubit. In particular,|0〉 =
[
1
0

]
and|1〉 =

[
0
1

]
are calledpure statesand any state|ϕ〉 is a

linear combination (superposition) of these two pure states, that is,|ϕ〉 = α|0〉+β|1〉 for
α, β ∈ C. We define abra vector〈ϕ| = |ϕ〉†, where|ϕ〉† is the tanspose of the complex
conjugate of|ϕ〉. Then the inner product of|ϕ〉 and|ψ〉 is written by the notation〈ϕ|ψ〉
and the size of a state vector|ϕ〉 is written by

√
〈ϕ|ϕ〉.

In the field of quantum information, any state|ϕ〉 and its scalar multipleα|ϕ〉 (α 6=
0) are identified as the same quantum state. Hence, without loss of generality, we assume
〈ϕ|ϕ〉 = 1.

A joint state ofn-qubits is of the form

|ϕ〉 = |ϕ1ϕ2 · · ·ϕn〉 = |ϕ1〉 ⊗ |ϕ2〉 ⊗ · · · ⊗ |ϕn〉,

where⊗ is the tensor product. In this case,|ϕ〉 is a 2n-dimensional vector inH⊗n =
H⊗H⊗ · · · ⊗ H.

LetF = {0, 1} andFn = F × · · · × F . Then for anyx = (x1, x2, . . . , xn) ∈ Fn,
|x〉 = |x1〉 ⊗ |x2〉 ⊗ · · · ⊗ |xn〉 are pure states forn-qubits and these2n vectors in
{|x〉 : x ∈ Fn} form an orthonormal basis ofH⊗n. Any n-qubit state can be represented
by |ϕ〉 =

∑
x∈Fn αx|x〉.

1.2. State Transition

For any quantum state|ϕ〉 ∈ H⊗n, a state transition can be represented by a linear oper-
ator. In a quantum computation or quantum data transmission, information is stored as a
quantum state of ann-qubit system. Quantum computation can be pursued by applying
suitable unitary operators. However, in these computation or data transmission system,
we can not avoid the occurence of errors or noises caused by the interaction with envi-
ronment. Because of the noise, the information stored in a quantum system may include
some error. Errors or noises are also considered as operators. Typical unitary operators
for a single qubit are

σX =
[
0 1
1 0

]
, σZ =

[
1 0
0 −1

]
, σY =

[
0 −i
i 0

]
,

wherei =
√−1.

In order to correct such errors, we need to apply (inverse) unitary operators. But
unlike to the classical data strage, we can not observe the quantum state of the system.
Hence, we need to correct the quantum state by utilizing some partial information like
an eigenvalue of a measurement, or by observing changes of outside of the system.



1.3. Quantum error correcting codes

Let C be a subspace ofH⊗n andE be a set of error operators including the identity
operator. We assume that only the errors inE occur in a quantum system.C is called an
E-error correcting quantum codesif, for any |c〉 ∈ C andE ∈ E , we can recover the
original state|c〉 utilizing a partial information ofE|c〉 obatined by measurement without
knowing the original state|c〉.

For anE-error correcting quantum codeC, the following theorem is known.

Theorem 1 (Knill and Laflamme [23]) A subspaceC ≤ H⊗n with orthonormal basis
{|ci〉 : i = 1, . . . , m} is a quantumE-error correcting code if and only if the following
holds:

〈ci|E†
1E2|cj〉 = δijκE1,E2 , for anyi, j, andE1, E2 ∈ E , (1)

where

δij =

{
1, if i = j,

0, if i 6= j,

andκE1,E2 is a constant depeding only onE1 andE2.

Example 2 Let n = 2 and E = {I ⊗ I, E = I ⊗ σX}. Then,C = 〈|00〉, |11〉〉
is an E-error correcting quantum code, sinceE|00〉 = |01〉, E|11〉 = |10〉 implies
〈00|E†E|11〉 = 0, 〈00|E|11〉 = 0, 〈00|E|00〉 = 〈11|E|11〉 = 0, 〈00|E†E|00〉 =
〈11|E†E|11〉 = 1, which satisfies the condition (1).

2. A quantum jump code

2.1. A decay operator and a jump operator

In this paper, we treat errors caused by spontaneous emission. Quantum state is changed
according as the spontaneous emission by the loss of energy. In this case, there are two
kinds of errors, that is, quantum decay and quantum jump. Aquantum decay operatoris
represented by

D(t) = e−
κt
2 |1〉〈1| = e

−κt
2

2
40 0
0 1

3
5

=
[
1 0
0 0

]
+ e−

κt
2

[
0 0
0 1

]
,

wheret is a time variable andκ is a decay rate. Then, forx = 0, 1,

D(t)|x〉 =
([

1 0
0 0

]
+ e−

κt
2

[
0 0
0 1

])
|x〉 = e−x κt

2 |x〉. (2)

holds.



Assume that spontaneous decay occurs to each qubit with the same decay rate. Then
the decay operator forn-qubit quantum state is defined byDV (t) = D(t)⊗· · ·⊗D(t) =
D(t)⊗n. For anyx = (x1, x2, . . . , xn) ∈ Fn, we have

DV (t)|x〉 =
n⊗

i=1

D(t)|xi〉 = e−wt(x) κt
2 |x〉, (3)

where wt(x) is the Hamming weight ofx, that is, the number of nonzero elements inx.
On the other hand quantum jump is defined as follows: Let

A = |0〉〈1| =
[
0 1
0 0

]
,

then thequantum jump operatorfor a single qubit is defined by

J |φ〉 =

{
A|φ〉, if 〈φ|A†A|φ〉 6= 0,

|φ〉 if 〈φ|A†A|φ〉 = 0.
(4)

Thus, we have

J(α|0〉+ β|1〉) =

{
β|0〉, if β 6= 0,

|0〉, if β = 0.

Remark: In Alber et al. [2], a jump operator is defined by

J |ϕ〉 =
1√

〈ϕ|A†A|ϕ〉A|ϕ〉.

Hence, in the case of|ϕ〉 = |0〉, by setting|ϕ〉 = ε0|0〉+ ε1|1〉, (|ε0|2 + |ε1|2 = 1), we
should consider it as

J |0〉 = lim
ε1−→0

1√
〈ϕ|A†A|ϕ〉A|ϕ〉 = |0〉.

In this paper, we ignore the normalizing denominator
√
〈ϕ|A†A|ϕ〉 and instead we de-

fined that any state vector|ϕ〉 is identified with its scalar multiple in Subsection 1.1.

In the case ofn-qubit system, a jump operator at thei-th position is defined by

Ji = I ⊗ I ⊗ · · · ⊗ I ⊗ J ⊗ I · · · ⊗ I.

Let V = {1, 2, . . . , n} and LU be the set of lists of the elements inU ⊂ V . If
jump error operatorsJi1 , . . . , Jis−1 , Jis are applied in turn to a quantum state|c〉,
such multiple jump is represented byJE = JisJis−1 · · · Ji1 for E = (i1, · · · , is) ∈
LE . In general, jump operatorsJi1 , . . . , Jis−1 , Jis are not commutative. For example,



J2J1(|101〉+|010〉) = |001〉, whereasJ1J2(|101〉+|010〉) = |000〉. However, for a state
|c〉, by deleting jump operatorJij

’s which do not change the stateJij−1 · · · Ji1 |c〉 we can
get a subsequence of operatorsJEc

= Jijr
· · · Jij1

, whereEc = (ij1 , · · · , ijr
) ⊂ E.

HenceJE |c〉 = JEc
|c〉 holds for the state|c〉 =

∑
x∈Fn αx|x〉 and there arex’s

such thatαx 6= 0 and supp(x) ⊃ Ec hold, where supp(x) = {i : xi 6= 0} for
x = (x1, . . . , xn). Moreover, the operators inJEc are commutative when it is applied
to |c〉. Hence, for a multiple jump operatorJE and a state|c〉, we have only to consider
multiple jump operators which are commutative with respect to|c〉. Now, for a subsetE
of V , when the jumps at positions inE are commutative for|c〉, we denote it by

JE =
n⊗

i=1

Ai, Ai =

{
I if i /∈ E,

J if i ∈ E.

The position where a quantum jump occured can be detected by the continuous
monitoring of photodetector since a photon is radiated when a quantum jump occured at
a qubit (see Figure 1). Hence, we assume that the positions where quantum jumps occur
are known (see, Alberet al. [2]).

photodetector

a photon

a quantum jump

n qubits

Figure 1. A quantum jump and photodetector

In general, a decay and jump process is written as

DV (ts) · Jis ·DV (ts−1) · Jis−1 · · · · ·DV (t1) · Ji1 ·DV (t0).

That is, as it is shown in Figure 2, within a time periodt, spontaneous decay occurs
to each qubit with the same decay rate and among the period quantum jumps occurss
times.

　

jump at i1-th

position

jump at i2-th

position

jump at is-1-th

position
jump at is-th

position

0

t0 t1 ts-1 ts

t

Figure 2. Decay and jump process



2.2. Decoherence-free subspace for decay operator

Our aim in this paper is to construct a code which can correct errors caused by quantum
decay and quantum jumps. For quantum decay error, we apply a passive error correction,
that is, we consider the error-free space caused by spontaneous decay error operator
DV (t).

Hence, we find a subspaceW in which every quantum state vector is invariant with
respect to the state transition byDV (t). A subspaceW is called adecoherence-free
subspaceif DV (t)|ϕ〉 = α|ϕ〉 holds for any|ϕ〉 ∈ W , whereα is a nonzero constant.

Now, letFn
k = {x ∈ Fn : wt(x) = k} and letWk =< |x〉 : x ∈ Fn

k > be a
subspace which is spanned by{|x〉 : x ∈ Fn

k }.
Lemma 3 W is a decoherence-free subspace with respect to a decay operatorDV (t) if
and only ifW is a subspace ofWk for an arbitrary fixed weightk.

Proof. For any|ϕ〉 =
∑

x∈Fn αx|x〉 ∈ W ,

DV (t)|ϕ〉 =
∑

x∈Fn

α
(i)
x DV (t)|x〉

=
∑

x∈Fn

α
(i)
x e−wt(x) κt

2 |x〉

=
n∑

k=0

∑

x∈Fn
k

α
(i)
x e−

κkt
2 |x〉

holds. In order thatDV (t)|ϕ〉 = const.|ϕ〉 holds for anyt, weightk must be constant,
which prove the lemma. ¤

Hence, any quantum jump codeC must be in a subspace ofWk for somek to ignore
the quantum decay error. Furthermore, for a quantum state|c〉 ∈ Wk and a jump operator
JE , JE |c〉 ∈ Wk′ holds for somek′ ≤ k.

2.3. Quantum jump codes

If we want to find an “e-error correcting” quantum jump code as a subspace ofWk, then
we have only to consider error operators of the form

E = {JE : E ∈ LU , U ⊂ V, |E| ≤ e}.

In quantum jump codes, it is assumed that the positionsE = (i1, i2, . . . , is) of
quantum jump occured are known by the continuous observation of photodetector as it
was stated in Section 2.1. Note that if the error positions are known, the conditions (i)
and (ii) in Theorem 1 are simplified as

〈ci|J†EJE |cj〉 = δijκE for anyi 6= j andJE ∈ E , (5)

whereκE is a nonzero constant depending only onE.
A subspace ofWk satisfying (5) is called ane-error correcting quantum jump code,

denoted by an(n,m, e)k jump code, wherem is the dimension ofC.



3. Examples of1- and 2-error correcting quantum jump codes

3.1. A 1-error correcting quantum jump code of length four

Here, we consider an example of 1-error correcting quantum jump codes of length four.
Let C be a 1-error correcting quantum jump code. A codeword|c〉 is represented by

|c〉 =
∑

x∈Fn
k

αx|x〉

for some fixed weightk, 0 ≤ k ≤ 4.
Now, let

{ci =
∑

x∈Fn
k

α
(i)
x |x〉 : i = 1, 2, . . . ,m}

be an orthonormal basis ofC. Since,〈ci|cj〉 = δij ,

∑

x∈F4
k

α
(i)
x α

(j)
x = δij (6)

holds for eachi and j, and for a fixedk ∈ {0, 1, . . . , 4}, whereα
(i)
x is the complex

conjugate ofα(i)
x .

Similarly,

J`|ci〉 =
∑

x∈F4
k

α
(i)
x J`|x〉 =

∑

x∈F4
k ,x`=1

α
(i)
x |P`x〉,

whereP` is the4× 4 diagonal matrix whose diagonal elements are 1 except for the`-th
element being 0. Hence,

〈ci|J†` J`|cj〉 =
∑

x∈F4
k ,x`=1

α
(i)
x α

(j)
x = δijκk,`,1 (7)

holds for eachi, j and` ∈ V , whereκk,`,1 is a nonzero constant depending only onk
and`.

Hence, (6) and (7) can be rewrited as

∑

x∈F4
k ,x`=1

α
(i)
x α

(j)
x = δijκk,`,1 (8)

∑

x∈F4
k ,x`=0

α
(i)
x α

(j)
x = δijκk,`,0 (9)

for anyi, j and`.
Hence, we can easily see that the weightk of the decoherence-free subspaceWk

must be2, since



α
(i)
0000 = 0, α

(i)
0001 = α

(i)
0010 = α

(i)
0100 = α

(i)
1000 = 0,

α
(i)
1111 = 0, α

(i)
1110 = α

(i)
1101 = α

(i)
1011 = α

(i)
0111 = 0

hold by (8) and (9).
Moreover we have the following equations for anyi andj by (8) and (9):

α
(i)
1100α

(j)
1100 + α

(i)
1010α

(j)
1010 + α

(i)
1001α

(j)
1001 = δijκk,1,1,

α
(i)
1100α

(j)
1100 + α

(i)
0110α

(j)
0110 + α

(i)
0101α

(j)
0101 = δijκk,2,1,

α
(i)
1010α

(j)
1010 + α

(i)
0110α

(j)
0110 + α

(i)
0011α

(j)
0011 = δijκk,3,1,

α
(i)
1001α

(j)
1001 + α

(i)
0101α

(j)
0101 + α

(i)
0011α

(j)
0011 = δijκk,4,1,

α
(i)
0011α

(j)
0011 + α

(i)
0101α

(j)
0101 + α

(i)
0110α

(j)
0110 = δijκk,1,0,

α
(i)
0011α

(j)
0011 + α

(i)
1001α

(j)
1001 + α

(i)
1010α

(j)
1010 = δijκk,2,0,

α
(i)
0101α

(j)
0101 + α

(i)
1001α

(j)
1001 + α

(i)
1100α

(j)
1100 = δijκk,3,0,

α
(i)
0110α

(j)
0110 + α

(i)
1010α

(j)
1010 + α

(i)
1100α

(j)
1100 = δijκk,4,0.

By solving these equations fori = j, we can find the following relations:

|α(i)
1100| = |α(i)

0011| = w
(i)
1 , |α(i)

1010| = |α(i)
0101| = w

(i)
2 , |α(i)

1001| = |α(i)
0110| = w

(i)
3 ,

w
(i)
1

2
+ w

(i)
2

2
+ w

(i)
3

2
= const. (10)

Moreover, in the case ofi 6= j, we have

α
(i)
1100α

(j)
1100 = α

(i)
0011α

(j)
0011, α

(i)
1010α

(j)
1010 = α

(i)
0101α

(j)
0101, α

(i)
1001α

(j)
1001 = α

(i)
0110α

(j)
0110,

α
(i)
1100α

(j)
1100 + α

(i)
1010α

(j)
1010 + α

(i)
1001α

(j)
1001 = 0. (11)

A solution satisfying (10), (11) can be obtained as follows:

|ci〉 = ui1|h1〉+ ui2|h2〉+ ui3|h3〉

for i = 1, 2, 3, where

|h1〉 = |1100〉+eiθ1 |0011〉, |h2〉 = |1010〉+eiθ2 |0101〉, |h3〉 = |1001〉+eiθ3 |0110〉

and

U =




u11 u12 u13

u21 u22 u23

u31 u32 u33




is a unitary matrix. In particular, letθi = 0 for anyi and letU = I, then



|c1〉 = |1100〉+ |0011〉, |c2〉 = |1010〉+ |0101〉, |c1〉 = |1001〉+ |0110〉

is an example of a 1-error correcting quantum jump code of length 4.
It is easy to show that the codeC with an orthonormal basis (ONB){|c1〉, |c2〉, |c3〉}

has the maximum dimension. In fact, as we saw that any 1-error correcting jump codeC
of length 4 is a subspace of a space spanned by{|x〉|x ∈ F4

2}. Moreover, after a jump
errorJ` occured,J`C still has to have the same dimension withC becauseJ`|ci〉must be
orthogonal for anyi. Let ` be a position where a codeword|c1〉 =

∑
x∈F4

2
α

(1)
x |x〉 has a

term thatα(1)
x 6= 0 andx has 1 in the positioǹ. In this case,〈c1|J†` J`|c1〉 < 〈c1|c1〉 = 1.

Since〈ci|J†` J`|ci〉 = 〈c1|J†` J`|c1〉 holds for any|ci〉 =
∑

x∈F4
2

α
(i)
x |x〉, there must be a

vector|x〉 such that|x〉 has 1 at positioǹ andα
(i)
x 6= 0. Thus,J`C is spanned by the ket

vector whose weight is one andx` = 0. There are three such vectors of weight 1 whose
`-th element is 0. Thus dimC ≤ 3 holds.

3.2. An example of 2-error correcting quantum jump codes of length 6

Here, we consider an example of 2-error correcting quantum jump codes of length 6.
Let C be a 2-error correcting quantum jump code. And let

{ci =
∑

x∈F6
k

α
(i)
x |x〉 : i = 1, 2, . . . , m}

be an orthonormal basis ofC.
Let E = {`1, `2} be the set of positions where jump errors occur. If there are some

x such that supp(x) ⊃ E andα
(i)
x 6= 0, we have

JE |ci〉 =
∑

x∈F6
k

α
(i)
x JE |x〉

=
∑

x∈F6
k ,x`=1for `∈E

α
(i)
x |PEx〉,

wherePE is the6 × 6 diagonal matrix whose diagonal elements are 1 except for the
positions inE being 0. Hence,

〈ci|J†EJE |cj〉 =
∑

x∈F6
k ,x`=1for `∈E

α
(i)
x α

(j)
x = δi,jκE , (12)

whereκE is a nonzero constant depending only onE.
By (12), it is shown thatα(i)

x = 0 for anyx with wt(x) = 0, 1, 2, 4, 5, 6. Thus, in
this case a decoherence-free subspace isW3.

The following is an example of(6, 2, 2)3 jump code.

Example 4 A (6, 2, 2)3 jump code is given by the following orthonormal basis:



|c1〉 =
1√
10

(|111000〉+ |101100〉+ |100110〉+ |100011〉+ |110001〉

+ |011010〉+ |001101〉+ |010110〉+ |001011〉+ |010101〉),

|c2〉 =
1√
10

(|000111〉+ |010011〉+ |011001〉+ |011100〉+ |001110〉

+ |100101〉+ |110010〉+ |101001〉+ |110100〉+ |101010〉).

It can be checked that (12) holds for anyE ⊂ V , |E| ≤ 2. For example, letE = {1, 2},
then

JE |c1〉 =
1√
10

(|001000〉+ |000001〉) and

JE |c2〉 =
1√
10

(|000010〉+ |000100〉)

hold, which imply that〈ci|J†EJE |ci〉 = 1
5 for i = 1, 2 and〈c1|J†EJE |c2〉 = 0. Similarly,

for anyE with two elements,JE |ci〉 consists of two basis ket vectors. Also, for anyE
with a single element, it consists of five basis vectors. These facts implies that

〈ci|J†EJE |cj〉 =





1
5 , if i = j and|E| = 2,
1
2 , if i = j and|E| = 1,

1, if i = j andE = φ,

0, if i 6= j.

Remark: As you will see later,|c1〉 and |c2〉 are derived from two disjoint “2-(6, 3, 2)
designs”, which include all triples fromV .

4. An upper bound for the dimension of jump codes

In this section, fundamental properties of an(n,m, e)k jump code are described. Most
of the results in this section, we refer the reader to Bethet al. [8].

For a vectorx = (x1, x2, . . . , xn) ∈ Fn andE = {`1, `2, . . . , `s}, let x = (1 −
x1, 1− x2, . . . , 1− xn) andx|E = (x`1 , x`2 , . . . , x`s).

Lemma 5 LetC be an(n,m, t)k jump code. Then for anyE, with |E| = s ≤ t, and for
anyy ∈ Fs, we obtain

∑

x∈Fn
k ,x|E=y

α
(i)
x α

(j)
x = δijκE,y . (13)

Proof. In the case ofy = (1, 1, . . . , 1) ∈ Fs for s ≤ t, (13) is ovbious by (5). We
prove it by induction for the weight ofy. For E ⊂ V such that|E| = s < t and a
vectory ∈ Fs with weightw < s, without loss of generality, we assume that the firstw
elements are1 and the others− w elements are0. Let E0 = {i : yi = 1} and we define



N(E, y) =
∑

x∈Fn
k xE=y

α
(i)
x α

(j)
x .

Then,

N((E, y) = N(E0,1w)−
∑

z∈Fs−w,z 6=0
N(E, (1w, z))

holds. In the case wheni = j, each term in the right hand side of the above equation is
constant by the induction assumption. Similarly, wheni 6= j, each term in the right hand
side is 0, hence the lemma is proved. ¤

The following lemma is a direct consequence of Lemma 5.

Lemma 6 (Bethet al. [8]) If C is an(n,m, t)k jump code, thenσ⊗n
X C is an(n,m, t)(w−k)

jump code.

Lemma 7 (Bethet al. [8]) If an (n, m, t)k jump code exists fork > t > 1, then an
(n− 1,m, t− 1)(k−1) exists.

Proof. The lemma can be obtained by applying an error operatorJn to the(n,m, t)k

jump codeC. Note that if{|ci〉 : i = 1, . . . ,m} is an othonormal basis then{Jn|ci〉 :
i = 1, . . . , m} is also an othonormal basis. ¤

Lemma 8 (Bethet al. [8]) If an (n, m, t)k jump code exists fork > t ≥ 1, then an
(n + 1,m, t)k jump code and an(n + 1,m, t)k+1 jump code exist.

Proof. Appending|0〉 or |1〉 to a an(n,m, t)k jump code, an(n + 1,m, t)k or an
(n + 1,m, t)k+1jump code can be obtained, respectively.

The following upperbound is obtained by Bethet al. [8].

Proposition 9 (Bethet al. [8]) The dimensionm of a (n,m, t)k jump code is bounded
by

m ≤ min
{(

n− t

k − t

)
,

(
n− t

k

)}
≤

(
n− t

bn/2c − t

)
. (14)

Proof. It is ovbious that(n,m, 0)k jump code has dimension dimWk =
(
n
k

)
. If C is

an(n,m, t)k jump code, then by Lemma 7, aJEC is an(n− t,m, 0)k−t jump code for
E ⊂ V , |E| = t. Hence, dimC ≤ (

n−t
k−t

)
. Also, by Lemma 6, an(n,m, t)n−k jump code

exists, hence an(n− t,m, 0)n−k−t jump code exists, which means dimC ≤ (
n−t

n−k−t

)
=(

n−t
k

)
. ¤

Lemma 10 (Bethet al. [8]) An(n,m, 1)k jump code attaing the upperbound (14) exists
for any even integern. In the case,k = n

2 andm = 1
2

(
n
k

)
.



Proof. Let |cx〉 = 1√
2
(|x〉+ |x〉) for anyx ∈ Fn, wt(x) ≤ n

2 . Then, The codeC with

orthonormal basis{|cx〉} has dimensionm = 1
2

(
n
n
2

)
. And

Ji|cx〉 =

{
1√
2
|x〉, if i ∈ supp(x) ,

1√
2
|x〉, if i /∈ supp(x)

holds. Hence〈cx|J†i Ji|cx′〉 = 1
2δx,x′ , which prove the lemma.

5. Non-existence of a(6, 3, 2)3 jump code

By the upperbound (14), we have dimC = m ≤ 4 for an (6,m, 2)3 jump codeC.
Moreover, Bethet al. [8] showed that there does not exist a(6, 4, 2)3 jump code.

Here we show that there does not exist a(6, 3, 2)3 jump code.

Lemma 11 There is no(6, 3, 2)3 jump code.

Proof. Assume that there are three orthonormal vectors|c1〉, |c2〉, |c3〉 which span the
basis of a(6, 3, 2)3 jump code. Then, these vectors are linear combinations of twenty
vectors inW = {|x〉 : x ∈ F6, wt(x) = 3}. Let

|ci〉 =
∑

x∈W

α
(i)
x |x〉

for i = 1, 2, 3. Without loss of generality, we choose vectors|111000〉 and |000111〉.
Then similarly to (8) and (9), we obtain the following equations including the term of
α

(i)
111000 andα

(i)
000111:

α
(i)
111000α

(j)
111000 + α

(i)
110100α

(j)
110100 + α

(i)
110010α

(j)
110010 + α

(i)
110001α

(j)
110001 = 0

α
(i)
111000α

(j)
111000 + α

(i)
101100α

(j)
101100 + α

(i)
101010α

(j)
101010 + α

(i)
101001α

(j)
101001 = 0

α
(i)
111000α

(j)
111000 + α

(i)
011100α

(j)
011100 + α

(i)
011010α

(j)
011010 + α

(i)
011001α

(j)
011001 = 0

α
(i)
000111α

(j)
000111 + α

(i)
001011α

(j)
001011 + α

(i)
001101α

(j)
001101 + α

(i)
001110α

(j)
001110 = 0

α
(i)
000111α

(j)
000111 + α

(i)
010011α

(j)
010011 + α

(i)
010101α

(j)
010101 + α

(i)
010110α

(j)
010110 = 0

α
(i)
000111α

(j)
000111 + α

(i)
100011α

(j)
100011 + α

(i)
100101α

(j)
100101 + α

(i)
100110α

(j)
100110 = 0.

Summing up all these equations and by subtracting

∑

x∈W

α
(i)
x α

(j)
x = 0,

we obtain

α
(i)
111000α

(j)
111000 = −α

(i)
000111α

(j)
000111.



for anyi 6= j. This can be shown for anyx ∈ W . Hence,

α
(i)
E α

(j)
E = −α

(i)
Ecα

(j)
Ec (15)

for anyE ∈ (
V
3

)
andi 6= j, whereEc = V \ E and

(
V
k

)
is the set ofk-element subsets

of V .
By applying the similar calculation to (8) and (9), we obtain

|α(i)
E |2 + |α(i)

Ec |2 = |α(j)
E |2 + |α(j)

Ec |2 (16)

for anyE ∈ (
V
3

)
andi 6= j.

By multiplying (15) for(i, j) = (1, 2), (2, 3), (3, 1), we have

|α(1)
E α

(2)
E α

(3)
E |2 = −|α(1)

Ec α
(2)
Ec α

(3)
Ec |2,

which means

α
(1)
E α

(2)
E α

(3)
E = α

(1)
Ec α

(2)
Ec α

(3)
Ec = 0.

Case 1.The case ofα(1)
E = 0 andα

(1)
Ec = 0: In this case, by (16)α(i)

E = 0 andα
(i)
Ec = 0

for anyE ∈ (
V
3

)
andi = 1, 2, 3. Hence,|ci〉 = 0 for anyi, contradiction.

Case 2.The case ofα(1)
E = 0 andα

(2)
Ec = 0: In this case,α(1)

Ecα
(3)
Ec = α

(2)
E α

(3)
E = 0 holds

by (15). The case ofα(1)
Ec = 0 or α

(2)
E = 0 results in Case 1. Hence,α

(3)
Ec = α

(3)
E = 0,

which also results in Case 1. Hence, the lemma is proved. ¤
By Lemma (11), we found that a(6, 2, 2)3 jump code in Example 4 has the maxi-

mum possible dimension forn = 6, k = 3 andt = 2.

6. A t-SEED and a jump code

Though the coefficientsα(i)
x of a ket vector|c〉 =

∑
x∈Fn α

(i)
x |x〉 are complex numbers

in general, by restricting the values ofα
(i)
x to 0 andα, whereα is a normalizing constant

satisfying〈c|c〉 = 1, the combinatorial structure of quantum jump codes are closely
related to combinatorial designs.

Here, we identify a vectorx = (x1, x2, . . . , xn) ∈ Fn with its support setB =
supp(x) = {i : xi = 1} and|x〉 with |B〉. Then a ket vector|c〉 =

∑
x∈Fn αx|x〉 is

represented by

|c〉 = |B〉 =
1√
|B|

∑

B∈B
|B〉,

whereB = {supp(x) : αx 6= 0}.
Now, letV/E be the family of subsets ofV includingE ⊂ V . We define projection

matrices



Mk =
∑

x∈Fn
k

|x〉〈x| =
∑

B∈(V
k)
|B〉〈B| and

LE =
∑

E⊂supp(x)

|x〉〈x| =
∑

B∈V/E

|B〉〈B|

for any0 ≤ k ≤ n andE ⊂ V , then for any state|c〉 =
∑

x∈Fn αx|x〉,

Mk|c〉 =
∑

x∈Fn
k

αx|x〉 =
1√
|B|

∑

B∈B∩(V
k)
|B〉,

LE |c〉 =
∑

supp(x)⊃E

αx|x〉 =
1√
|B|

∑

B∈B∩(V/E)

|B〉

hold.
By usingMk andLE , the conditon (5) for at-error correcting quantum jump code

with orthonormal basis{|ci〉} can be characterized by

(i) 〈ci|Mk|ci〉 = 1 for anyi and for givenk (t < k < n− t),
(ii) 〈ci|LE |cj〉 = δijλE for anyi, j andE ⊂ V such that|E| ≤ t.

For an orthonormal basis{|ci〉 = |Bi〉 : i = 1, 2, . . . , m}, by noting

〈ci|LE |cj〉 =
1√

|B(i)| · |B(j)|
∑

B∈B(i)∩B(j)∩(V/E)

1 =
|B(i) ∩ B(j) ∩ (V/E)|√

|B(i)| · |B(j)|
,

we find that (i) and (ii) implies

(T1) |B| = k for anyB ∈ B(i),

(T2) |{B∈B(i):B⊃E}|
|B(i)| = λE holds for anyi andE ⊂ V , |E| ≤ t, whereλE is a

constant depending onE.
(T3) B(i) ∩ B(j) = φ for i 6= j.

For ann-setV andB(i) ⊂ (
V
k

)
, (i = 1, . . . , m), if (T1), (T2), (T3) are satisfied, then

a system(V ;B(1), . . .B(m)) is called at-spontaneous emission error design, denoted by
t-(n, k; m) SEED (see Figure 3).

Note that whenλE depends only on the number of elements in|E|, a pair(V,B(i))
is called at-(n, k, λ) design, whereλ = λE for |E| = t. In particular, at-(n, k, 1)
design is called aSteinert-design, denoted byS(t, k, v). Moreover if |B| is constant
and

⋃m
i=1 B(i) =

(
V
k

)
, a t-SEED is called alarge setof a t-(n, k, λ) design, denoted by

LSλ(t, k, n). The number oft-designs in a large set ism =
(

v−t
k−t

)
/λ.

Lemma 12 For a fixedk ≤ n
2 , an LS1(t, k, n) attains the upper bound (14) of Proposi-

tion 9.

7. Constructions oft-SEEDs

In this section various constructions oft-SEEDs are described.



E

V
D(1) D(2) D(3) D(m)

B(1) B(2) B(3) B (m)

1

0

0

1

1

1

0

1

1

0

0

0

1

1

1

0

0

1

λE|B
(1)| λE|B

(2)| λE|B
(3)| λE|B

(m)|

not

used










k

V

Figure 3. An incidence matrix of at-SEED

7.1. Large sets

Firstly, known large sets are listed here. For deatils of large sets, we refer the reader to
Khosrovshahi and Tayfeh-Rezaie [20], Colbourn and Dinitz [13] and Tierlinck [31].

(i) An LS1(2, 3, v) exists for all admissible parameters ofv 6= 7.
(ii) An LSλmin

(3, 4, v) exists forv ≡ 0 (mod 3).
(iii) An LSλmin

(4, 5, 20v + 4) exists for gcd(v, 30) = 1.
(iv) An LS60(4, 5, 60v + 4) exists for gcd(v, 60) = 1, 2.
(v) The number of disjoint designs in LSλ(t, t + 1, v) is ` = v−t

λ .
(vi) No LS1(3, 4, v) is known.

(vii) Etizon and Hartman(1991) obtained near large set withv − 5 disjoint3-(v, 4, 1)
designs forv = 5 · 2n.

(viii) An LS3(3, 4, v) exists forv ≡ 0, 6 (mod 12).
(ix) An LS6(3, 4, v) exists forv ≡ 9 (mod 12).
(x) An LS12(3, 4, v) exists forv ≡ 3 (mod 12).

7.2. t-SEEDs derived from orthogonal arrays

Let S be a set ofq elements. Aqt × k arrayA with elements inS is called anorthog-
onal array, denoted by OA(t, k, q), if each orderedt-tuple occurs exactly once in any
t-columns ofA. A large set of an orthogonal array LOA(t, k, q) is a collection{Ar}r∈R

of OA(t, k, q)’s such that every orderedk-tuple ofS occurs exactly once in one ofAr.
Note that|R| = qk−t.

The following is known (see Raghavarao [26]):

Proposition 13 If there is an OA(t, k, q), then there is a large set LOA(t, k, q).

By this Proposition, we obtain the following:

Theorem 14 If there exists an OA(t, k, q), then there exists at-(kq, k; qk−t) SEED.



Example 15 If q is a prime power, then there exists at-(qk, k; qk−t) SEED fork ≤ q+1.

Remark: Bethet al. [8] obtained at-SEED fork = q. Moreover, Beth et al. [8] claimed
that

log(dim. of jump code by Theorem 1)
log(the upper bound of (14))

=
(q − t) log q

log
(
q2−t
q−t

) −→ 1

asq −→∞ for fixed t. On the other hand, it holds that

dim. of jump code by Theorem 1
the upper bound of (14)

=
qq−t

(
q2−t
q−t

) −→ 0 (17)

asq −→∞ for fixed t.
Hence, we may pose a question whether there is a sequence oft-SEEDs which is

asymptotically optimal in the sence that (17) tend to 1 except for a series of large sets?

7.3. Product methods and recursive constructions

Let (V1;B(1), . . . ,B(m)) be at-(n, k; m) SEED andk × qt matricesA(`) = (a(`)
ij ) be

an LOA(t, k, q) with elements{0, 1, . . . , q − 1}. Let V = V1 × {0, 1, . . . , q − 1} and
construct families of blocks

B(h,`) = {{(b1, a
(`)
1j ), . . . , (bk, a

(`)
kj )} : (b1, . . . , bk) ∈ B(h), j = 1, . . . , qt}

for h = 1, . . . , m, ` = 1, . . . , qk−t. Then, we obtain the following theorem.

Theorem 16 If there are at-(n, k;m) SEED and a LOA(t, k, q), then there is at-
(nq, k; mqk−t) SEED.

Applying this recusive construction to Theorem 14, we obtain the following:

Corollary 17 For a prime powerq, a t-(qn(q + 1), q + 1; qn(q+1−t)) SEED exists.

Bethet al.[8] gave a construction which combines a quantum jump code and a usual
quantum code.

Theorem 18 (Beth et al. [8])Let C = (n, p, t)k be a jump code of prime dimension.
Furthermore, letCp = [[N, K,D]]p be a “quantum error-correcting code” in the space
(Cp)⊗N . Then the concatenation ofC as inner andCp as outer code yields a jump code
C = (Nn, pK, T )Nw onNn-qubits withT ≥ D(t + 1)− 1.

A t-(n, k; m) SEED (V ;B(1), . . . ,B(m)) is said to bes-resolvableif each B(i)

is partitioned intoh subfamiliesB(i,1), . . . ,B(i,h) and a(V ;B(1,1),B(1,2), . . . ,B(m,h))
forms ans-(n, k; mh) SEED.

Theorem 19 If there is ab t
2c-resolvablet-(n, k;m) SEED(V ;B(1), . . . ,B(m)), then

there exists at-(nv, 2k; hm2) SEED for anyv ≥ 2, whereh is the number of subfamilies
B(i,j) in B(i).



We will give an example of Theorem 19. LetKn be the complete graph of order
n. For evenn, a 1-factor ofKn is a set of independent edges. A 1-factorization ofKn

is a partition of the edges ofKn into n − 1 one-factors. For any evenn, there exists a
1-factorization ofKn.

A 1-factorization can be seen as a1-resolvable3-(n, 2; 1) SEED. Hence, by Theo-
rem 19, we obtain the following corollary.

Corollary 20 For any evenn and for any integerv ≥ 2, there is a3-(nv, 4;n−1) SEED,
which is an(nv, n− 1, 3)4 jump code.

Remark: In this case, the upper bound of the dimension isnv − 3. Whenv ≤ 3 this is
better than that of Corollary 2 fork = 4, t = 3.

Example 21 In Figure 4 and Table 1, a 1-factor forK4 is presented. A column
of Table 1 corresponds to an edge. And any two columns partitioned by vertical
lines correspond to 1-factors. In Table 2, each column corresponds to a block. Let
V = {00, 10, 20, 30, 01, 11, 21, 31}, then a four tuple(a, b : c, d) means a block
{a0, b0, c1, d1}.

0

1

2

3

0

1

2

3

0

1

2

3

0

1

2

3

Factor 1 Factor 2 Factor 3K4

Figure 4. A 1-factor forn = 4

Table 1. A 1-factor forn = 4

0 2 0 1 0 1

1 3 2 3 3 2

Table 2. A 3-(8, 4; 3) SEED forn = 4, v = 2, m = 1, h = n− 1 = 3

0 0 2 2 0 0 1 1 0 0 1 1 0 0 2 2 0 0 1 1 0 0 1 1 0 0 2 2 0 0 1 1 0 0 1 1

1 1 3 3 2 2 3 3 3 3 2 2 1 1 3 3 2 2 3 3 3 3 2 2 1 1 3 3 2 2 3 3 3 3 2 2

0 2 0 2 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 2 0 2 0 1 0 1 0 2 0 2 0 1 0 1

1 3 1 3 2 3 2 3 3 2 3 2 2 3 2 3 3 2 3 2 1 3 1 3 3 2 3 2 1 3 1 3 2 3 2 3



7.4. 2- and3-SEEDs derived from affine geometry

It is well known that the set of planes in AG(n, q) yields a2-(v = qn, k = q2, λ =
(qn−1 − 1)/(q − 1)) design.

Lemma 22 The2-design generated by the set of 2-flats in AG(n, q) is decomposed into

(i) qn−1−1
q2−1 number of2-(v = qn, k = q2, λ = q + 1) designs whenn is odd.

(ii) qn−1−q
q2−1 number of2-(v = qn, k = q2, λ = q + 1) designs and one2-(v =

qn, k = q2, λ = 1) design whenn is even.

Munemasa [25] showed better results forq = 2 by examining the orbit structure of
PG(2n− 1, 2).

Lemma 23 (Munemasa [25])The number of lines in PG(2n− 1, 2) whose orbit under
the subgroup of index3 in the Singer group is a spead is given by

1
27

(22n − 1)(2n + (−1)n+1)2. (18)

By using Lemma 23, we can obtain a2-SEED.

Example 24 PG(7, 2) has28 − 1 = 255 points and

(28 − 1)(27 − 1)
(22 − 1)(2− 1)

= 255× 42 + 85

lines. These lines are partitioned into 42 Singer cycles whose orbits are full and a single
cycle of short orbit with orbit length 85. For a lineL in a full orbit,

{a(L ∪ 0) + b : a ∈ GF (28)×, b ∈ GF (28)}

generates a2-(28, 4, 3) design and a line in the short orbit generates a2-(28, 4, 1) de-
sign. Among those42 full orbits there are8 orbits each of which can be partitioned
into 3 spreads of lines. Actually, for a rootβ of the primitive irreducible polynomial
x8 + x5 + x3 + x2 + x + 1, B = {β0, β7, β173} and its Frobenius cycle of length8 are
lines in such orbits. Hence, we obtain24 spreads and each of these spreads generates
a 2-(28, 4, 1) design. As a total, we obtain(24 + 1) 2-(28, 4, 1) designs and(42 − 8)
2-(28, 4, 3) designs, which generate a2-(28, 4; 59) SEED.

In general, by Lemmas 22 and 23 it holds that the number of full orbits are22n−1−2
3 .

Among these, there are

(2n + (−1)n+1)2 − 9
27

orbits which can be partitioned into 3 spreads. Hence, we obtain the following theorem.



Theorem 25 The2-design generated by the set of 2-flats in AG(2n, 2) is decomposed
into

22n−1 − 2
3

− (2n + (−1)n+1)2 − 9
27

number of disjoint2-(22n, 4, 3) designs and

(2n + (−1)n+1)2

9
− 1

number of disjoint2-(22n, 4, 1) designs. Hence, there is a2-(22n, 4; f2n) SEED, where

f2n =
22n−1 − 2

3
+ 1 +

2{(2n + (−1)n+1)2 − 9}
27

.

Now, for V = GF(2)n, let σ be a mapping such tahtσ : x 7−→ xs for x ∈ V . Then
our problem is to find the condition ons in order that aD andσ(D) are disjoint, where
D is a3-design generated from 2-flats of AG(n, 2). Whens = 2i, σ : x 7−→ x2i

is a
Frobenius automorphism ofD. In this case, it holds thatσ(D) = D.

LetD = (V,B) is the 3-(2f , 4, 1) design derived from 2-flats of AG(f, 2). Let s be
an integer such that(s, n) = 1, wheren = 2f − 1. Thenσ : x 7−→ xs is a bijection on
V = GF(2f ) andσ(D) = Ds is isomorphic toD.

Lemma 26 If s ∈ Zn satisfies

(i) gcd(s, n) = 1,
(ii) ∀x ∈ GF(2n) \ {0, 1}, (1 + x)s 6= 1 + xs,

(iii) ∀x 6= ∀y ∈ GF(2n) \ {0, 1}, (1 + x + y)s 6= 1 + xs + ys,

then the designsDs andD are isomorphic and disjoint.

Lemma 27 Whenf is odd,s = 3 satisfies the conditions (i), (ii), (iii) of Lemma 26

Remark:If s satisfies the condition (i), (ii), (iii), then2is ands−1 (mod n) also does.
Whenm ≤ 12 is even,s = 1 is the only parameter satisfying the condition (i) and (ii).

Assume thats ands′ satisfy the condition of Lemma 26. ThenDs andDs′ are also
disjoint whens′s−1 (mod n) satisfies the conditon. By choosing a setS such thats′s−1

(mod n) satisfies the condition for eachs, s′ ∈ S, we obtain a set of disjointDs’s.

Example 28 (i) For f = 5，s = 1, 3, 5, 7, 11, 15 generate six disjoint3-(25, 4, 1)
designs.

(ii) For f = 7，s = 1, 3, 5, 9, 15, 43 generate six disjoint3-(27, 4, 1) designs.

Hence, we obtain the followingt-SEEDs:

Lemma 29 There exists a3-(25, 4; df ) SEED containing a2-(25, 4; df
2f−1−1

3 ) SEED,
wheredf = 2, 6, 6, . . . for f = 3, 5, 7, · · · .



Table 3. List of s such thatD andDs are disjoint

m # of s representatives ofs

3 2 1, 3

5 6 1, 3, 5, 7, 11, 15

7 12 1, 3, 5, 9, 11, 13, 15, 23, 27, 29, 43, 63

9 14 1, 3, 5, 13, 17, 19, 27, 31, 47, 59, 87, 103, 171, 255

11 24 1, 3, 5, 9, 13, 17, 33, 35, 43, 57, 63, 95, 107, 117, 143,
151, 231, 249, 315, 365, 411, 413, 683, 1023

13 28 1, 3, 5, 9, 13, 17, 33, 57, 65, 67, 71, 127, 171, 191, 241,
287, 347, 367, 635, 723, 911, 1243, 1245, 1453, 1639,
1691, 2731, 4095

7.5. 5-SEEDs derived from Golay code

In this section, we review mutually disjoint5-designs related to the Golay code and self
dual codes.

Kramer and Magliveras [21] constructed9 mutually disjoint Steiner systems
S(5, 8, 24) by finding 8 permutations on24 points. Araya [4] also constructed15 mu-
tually disjoint Steiner systemsS(5, 8, 24) by a computer search. The following results
were shown by Jimbo and Shiromoto [18].

Theorem 30 There exists at least22 mutually disjoint Steiner systemsS(5, 8, 24). Hence
a 5-(24, 8; 22) SEED exists.

Theorem 30 can be obtained by making disjoint isomorphic22 5-(24, 8, 1) designs
from the Golay code. We will give a breif proof of Theorem 30.

Let G24 be the binary extended Golay[24, 12, 8] code with parity-check matrix

H(G24) =




1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 1 1 0 0 0 1 0 1
0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 1 1 0 0 0 1 1
0 0 1 0 0 0 0 0 0 0 0 0 1 0 1 1 0 1 1 1 0 0 0 1
0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 1 1 0 1 1 1 0 0 1
0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 1 1 0 1 1 1 0 1
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 1 1 0 1 1 1 1
0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 1 0 1 1 0 1 1 1
0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 0 1 0 1 1 0 1 1
0 0 0 0 0 0 0 0 1 0 0 0 1 1 1 0 0 0 1 0 1 1 0 1
0 0 0 0 0 0 0 0 0 1 0 0 0 1 1 1 0 0 0 1 0 1 1 1
0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 1 1 0 0 0 1 0 1 1
0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0




=




1

I12 A11

...
1

1 · · · 1 0


 .

Note thatA11 is a circulant matrix, and the Hamming distance between any two distinct
row vectors ofA11 is 6.

Let σ = (13, 14, . . . , 23) andτ = (1, 13)(2, 14) · · · (11, 23) be the coordinate per-
mutations which act on the vector space GF(2)24. We denote the zero vector and the
all-one vector by0 and1, respectively. For any positive integerm, let Jm be the all-one
m × m matrix. The following lemma is well-known and is essential (see, for instance,
Ch. 16 in [22]).

Lemma 31 LetX be a circulant matrix of first row(c0, c1, . . . , cn−1) over a finite field.
X is invertible if and only ifa0(x) = c0 + c1x + · · ·+ cn−1x

n−1 is relatively prime to
xn − 1.

Now the following three lemmas are obtained.



Lemma 32 For any i, j ∈ {0, 1, . . . , 10}, i 6= j, the intersection between all the
codewords inGσi

24 and Gσj

24 is {0,1,x,x + 1}, where x is the weight12 vector
(0, . . . , 0, 1, . . . , 1, 0).

Lemma 33 For any i, j ∈ {0, 1, . . . , 10}, i 6= j, the intersection between all the
codewords inGτσi

24 and Gτσj

24 is {0,1,y, y + 1}, wherey is the weight12 vector
(1, . . . , 1, 0, . . . , 0).

Lemma 34 For anyi andj, the intersection between all the codewords inGσi

24 andGτσj

24

is {0,1}.

By summarizing these results, we have the following:

Theorem 35 Let σ = (13, 14, . . . , 23) and τ = (1, 13)(2, 14) · · · (11, 23) be the per-
mutations on24 points and letH be the set of all permutations of the formτ lσi in the
permutation groupS24. And letB be the set of supports of all the Hamming weight8
codewords inG24. Then{Bg : g ∈ H} forms the set of22 mutually disjoint Steiner
systemsS(5, 8, 24).

In Theorem 35, for any subsetK of H, the collection
⋃

g∈K Bg can be viewed as
a set of blocks in a simple5-(24, 8, |K|) design. Then we have the following result as a
corollary of Theorem 35.

Corollary 36 There exist simple5-(24, 8, m) designs, form = 1, 2, . . . , 22.

It is also known that the set of supports of the codewords of Hamming weight12
in G24 forms a5-(24, 12, 48) design. From Proposition 34, there is no codewords of
Hamming weight12 in the intersection betweenGσi

24 andGτσj

24 .

Corollary 37 There exists at least two mutually disjoint5-(24, 12, 48) designs. And there
exist simple5-(24, 12, 48m) designs, form = 1, 2.

Recently, Araya and Harada [5] found the following by a computer search.

Theorem 38 (Araya and Harada [5]) There exists at least50 mutually disjoint Steiner
systemsS(5, 8, 24). Hence a5-(24, 8; 50) SEED exists.

Theorem 39 (Araya and Harada [5]) There exists at least35 mutually disjoint 5-
S(24, 12, 48) designs. Hence a5-(24, 12; 35) SEED exists.

Similar resluts were obtained for a quadratic residue code of length48.

Theorem 40 (Jimbo and Shiromoto [18])There exists at least46 mutually disjoint
simple5-(48, 12, 8) designs. Hence a5-(48, 8; 46) SEED exists.

The above results are based on a binary extended Golay code of length24 and
a quadratic residue code of length48. Angata and Shiromoto [3] and Araya, Harada,
Tonchev and Wassermann [6] independently generalized the results to the case of Pless
symmetry (ternary) code.



Theorem 41 (Angata and Shiromoto [3])There exist at least

(i) 34 mutually disjoint5-(36, k, λ) designs for each(k, λ) = (12, 45), (15, 5577).
(ii) 58 mutually disjoint 5-(60, k, λ) designs, for each(k, λ) = (18, 3060),

(21, 449820), (24, 34337160), (27, 1271766600).

Remark: Araya, Harada, Tonchev and Wassermann [6] found 17 mutually disjoint5-
(36, 12, 45) designs.

Theorem 42 (Angata and Shiromoto [3], Araya, Harada, Tonchev, Wassermann [6])
There exist at least 11 mutually disjoint 5-(24, 9, 6) designs.

Theorem 43 (Angata and Shiromoto [3])There exist at least 23 mutually disjoint 5-
(48, k, λ) designs, for each(k, λ) = (15, 364), (18, 50456), (21, 2957388).

By these results, the following is obtained:

Corollary 44 There exist

(i) a 5-(36, 12; 34) SEED fork = 12, 15,
(ii) a 5-(60, k; 58) SEED fork = 18, 21, 24, 27,

(iii) a 5-(24, 9; 11) SEED, and
(iv) a 5-(48, k; 23) SEED fork = 15, 18, 21.

Moreover, Araya, Harada, Tonchev and Wassermann [6] obtained the following.

Theorem 45 (Araya, Harada, Tonchev and Wassermann [6])There exist at least

(i) 3 mutually disjoint 5-(18, 8, 6) designs,
(ii) 5 mutually disjoint 5-(24, 10, 36) designs,

(iii) 2 mutually disjoint 5-(25, 9, 30) designs,
(iv) 2 mutually disjoint 5-(30, 12, 220) designs,
(v) 4 mutually disjoint 5-(32, 6, 3) designs.

(vi) 4 mutually disjoint 5-(33, 7, 4) designs.

Corollary 46 There exist a5-(18, 8; 2) SEED, a5-(24, 10; 5) SEED, a5-(25, 9; 2)
SEED, a5-(30, 12; 2) SEED, a5-(32, 6; 4) SEED and a5-(33, 7; 4) SEED.

7.6. More SEEDs from codes

By Assmus and Matson [7]’s theorem, codewords of weightk of codes in Table 4 form
3-designs, or5-designs. If we can partition the design into subdesigns,3-SEEDs can be
obtained. The results in Table 4 were reported by Shiromoto [27].

From these computation results, the following theorem is shown.

Theorem 47 There exist a3-(32, 8; 3) SEED, a3-(32, 10; 24) SEED, a3-(32, 12; 52)
SEED, a3-(32, 14; 90) SEED, and a3-(32, 16; 132) SEED.



Table 4. Partition oft-designs derived from codes

codes Aut(C) weights designs∗1 λ’s of subdesigns

6 3-(32,6,4) 4

8 3-(32,8,119) 56, 56, 7

Extended BCH AΓL(1, 32) 10 3-(32,10,1464) 120× 24

[32, 21, 6] Code 12 3-(32,12,10120) 220 × 43, 44, 22 × 3,
110× 5

14 3-(32,14,32760) 364× 90

16 3-(32,16,68187) 560 × 119, 112 × 5,
140× 7, 7

It’s dual AΓL(1, 32) 12 3-(32,12,22) 22

[32, 11, 12] Code 16 3-(32,16,119) 7,112

Extended BCH AGL(2, 5) 12 3-(32,12,616) 616

[32, 16, 8] Code 16 3-(32,16,4123) 3136, 7, 980

Self-Dual 8 3-(32,8,7) 7

Extended QR PSL(2, 31) 12 3-(32,12,616) 11, 165, 110, 330

[32, 16, 8] Code 16 3-(32,16,4123) 112, 336, 560, 840, 210,
140, 105 ,840 ,560 ,420

Self-Dual Extended QR 12 5-(48,12,8) 3-(48,12,λ) 110,55,55

[48, 24, 12] Code PSL(2, 47) 16 5-(48,16,1365) unknown

20 5-(48,20,36176) unknown

(*1) Assmus & Matson (1969)
(*2) Computations of subdesigns using MAGMA were assisted by M. Angata

8. Concluding remark and open problems

In this paper, we considered constructions oft-error correcting jump codes andt-SEEDs.
Besides the construction oft-SEEDs reviewed in this paper, more constructions are pre-
sented in Bethet al. [8] and Charnes and Beth [12]. Bethet al. [8] gave a construction of
(n, 2, t)k jump codes by using isodual binary codes, which was extended by Charnes and
Beth [12] utilizing a group theoretical technique. However, only a few results are known
for optimalt-SEEDs attaining the upperbound (16) fort ≥ 2. In general,t-SEEDs have
weaker combinatorial conditions than that of large sets. But we do not know any example
of optimalt-SEEDs except for large sets.

Problem 48 Is there an optimalt-SEED attaining the upperbound (16) fort ≥ 2 except
for large sets?

A jump code can be considered as a continuous version of at-SEED or a system
of disjoint t-designs. Actually, “balancedness” is generalized to the constancy of inner
product. Whereas, “disjointness” corresponds to orthogonality.

It is ovbious that if there is at-(n, k; m) SEED, then there is a(n,m, t)k jump code.
But it may not be known whether there is an example such that there is an(n,m, t)k

jump code even if there is not-(n, k;m) SEED.



Problem 49 Is there an(n, m, t)k jump code even if there is not-(n, k;m) SEED. In
paticular, a (7, 3, 2)3 jump code can be constructed by two disjoint2-(7, 3, 1) designs
and one2-(7, 3, 3) designs. But the upperbound form is 5. Is there a(7,m, 2)3 jump
code form = 4 or 5?

Problem 50 If there is an LS1(t, k, n) it is optimal in the sense that it attains the upper-
bound (14). However, in the case when there is no LS1(t, k, n), can we find an optimal
or asymtotically optimalt-(n, k;m) SEED fort ≥ 2?

In Subsection 7.5, we showed that there are22 disjoint 5-(24, 8, 1) designs.
Whereas, Harada [16] found 50 disjoint5-(24, 8, 1) designs by computer search. If an
LS1(5, 8, 24) exists it must have3× 17× 19 disjoint5-(24, 8, 1) designs. Similarly, we
wonder whether a LS48(5, 12, 24) exists, or not. We pose here a challenging problems.

Problem 51 Does there exist an LS1(5, 8, 24)?

Problem 52 Does there exist an LS48(5, 12, 24)?
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